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Video traces for the evaluation of network performance are publicly available today.
With the content—dependence of video sequences, the generation of an universal video
source model is not possible. As the video models to date all use the video frame
sizes for the adjustment of the model parameters, video traces are needed for the
application of these models. The design and layout of networks, services, and their
respective QoS requires early simulations, discrete event simulators are applied in
early development stages. As video traffic is of high importance for current and
future networks, the need for video sources in simulator packages arises. In this
report, we introduce interfaces from different video traces to three major simulators.
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1 Introduction

Video traffic is supposed to account for a large portion of future wired and wireless network traffic.
The evaluation of different video coding standards (e.g., H.263 [1, 2, 3], MPEG—4 [4, 5, 2, 3],
or H.264 [6, 7]), the resulting video traffic, and the resulting requirements for networks have
attracted great interest in the research community. As encdoded video traffic is dependent
to the content [3, 9], the encoding standard, and the encoder settings, no independent video
source model can be developed. In order to facilitate the network performace evaluation, quality
of service (QoS) categorizations, and service designs, the prospective video traffic has to be
evaluated. The difficulties in modeling the behavior of video sequences with different encoding
modes and different contents is driving the utilization of network simulators for performance
analysis puposes. A large portion of research in the field of video traffic analysis is thus on video
traces. The variety of different video stream characteristics, user behavior, and the properties
of the transporting network is huge. Models of video sources such as presented in [9, 10, 11, 12

, 14] can greatly improve the possibilities to test final systems with regard to some real-life
applications. However, these models require several to several tenths parameters. The creation of
such a model is therefore only possible if the video itself has been statistically evaluated before.
To evaluate an encoded video sequence, the video trace files (i.e., the video frame sizes over
time) are utilized. However, these video traces can also be used for the use in different network
simulators. The main purpose of using network simulators with video traces is to facilitate
the layout of the network with respect to its physical form, QoS, and other parameters. As
modeling the video sources always requires the original trace to be fully evaluated first, a simpler
approach is to incorporate these traces directly into the network simualor. Another benefit from
incorporating the video traces directlky into network simulators is the vast amount of video
source models, each with a specific point of view. The definition of an interface between the
network simulator and the video trace is necessary. An overview of the necessary steps for
incorporation of video sources is illustrated in Figure 1. Clearly the direct utilization of video
traces in network simulators facilitates the fastest method to incorporate video sources into
existing network models. It is thus necessary to have clearly defined interfaces to facilitate a
timely approach to any incorporation into existing models. In the following we explain how to

Modeled video source
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X - Trace file = Select model | . | P | Include as
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Figure 1: Overview of modeling vs. trace approach.

use existing interfaces for the most popular network simulators. These interfaces were designed
by various people. All of these interfaces are made available through our video trace site and its
mirrors [15].
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2 Trace Files

Video trace files were generated as early as 1995, started by Rose [16]. As the encoder generations
moved onward to the currently widespread MPEG—4 standard [1], the trace files generated also
started to differ. As the frame rate per second is usually fixed within a single encoded video
stream, the frame numbers or the playout time can be regarded as redundand. The trace files
presented on our webpage [15] use different column positions to present the values needed for the
different simulator interfaces. The presented tracefiles also differ with respect to the information
presented. This results from the evolutionary development in the generation of video encoding
standards and related software encoders. Additionally, the depth of research in the video coding
domain has increased. In the beginnning of the research based on video frame traces, the focus
was solemnly on the network performance. Today, the issues of quality and their correlation to
the video frame sizes is also of importance, driven by the need for differential QoS. For utilization
of the trace files in the simulators shown in Section 3, some of the interfaces have to be adapted.
It is therefore necessary to redefine the routines of the interfaces that read the trace files. The
following groups of frame traces are using the same column layout.

Table 1: Different video trace file formats.

’ Group H Entries in file ‘
| MPEG—4 (new) || frame# | time |  type | size[byte] | PSNR-Y | PSNR-U | PSNR-V |
| MPEG4 FGS || frame# | type | sizelbit] | PSNR-Y [ PSNR-U | PSNR-V | \

H.26L frame# | type time size[bytel

MPEG-4 (old)

H.263 time | type | sizel[byte]

H.261

Please note that up to now, we only incorporate the single layer verbose trace files. As most
of the interfaces are programs written in different scripting languages, the positions to change
within are easy to find and in all cases single or few lines. The Omnet++ interface is an exception
since it automatically recognizes the two different groups of MPEG—4 trace file formats.

3 Trace Based Video Sources for Network Simulators

Several simulator packages for utilization in network performance analysis exist. Mostly of
interest in this field are discrete evenet simulators. In the following, we introduce the interfaces
by which the video trace files can be used in these simulators as video sources. Three major
distributions of simulators are shown with an exemplary demonstrator for each of them. With the
demonstrator incorporating the video trace based sources, anybody can easily derive advanced
configurations from these.

3.1 NS

The interface for using the video traces with the Network Simulator — ns—2 [17] was written
by Michael Savoric from the Technical University of Berlin, Germany. The example provided
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at [15] is using the trace file model as provided with the different groups of video traces. The
Network Animator package is used to generate a visual representation of the frame sending
mechanism. As the interface was written for an earlier version of the Network Simulator, a
few warnings may appear in newer versions. Nevertheless, the provided T'CL—scripts are tested
to work with the version to date. With some experience in T'CL-scripting, the interface can
easily be modified to work with additional, such as fine grain scalability, trace file versions. In
this demontrator, all links between entities shown are set to a capacity of 1Mbit. The running
simulator and visualization package is illustrated in Figure 2. For a successful compilation of the
demonstration package, you need to:

1. Extract the package: tar xvzf nsexample.tar.gz.
2. Change into the created directory: cd nsExample.

3. Invoke the demonstration: ns video_trace_type.tcl, where type denotes the group of
trace files introduced above.
(Please note that it may take some time for the script to parse the trace file and create the
ns input file.)
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Figure 2: NS-2 trace based video source with NAM sample output.
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3.2 Omnet++

The interface for the Omnet++ simulator was written by Luca Signorin from the University of
Ferrara, Italy. The interface is capable of detecting the different video trace file formats and
to feed the data into the Omnet++ simulator accordingly. The trace files above use differ-
ent columns for the representation of the data. The Omnet++ simulator package is available
from [18]. The current stable version 2.2 is the version the interface was written for and tested
with (Note that the currently available version 2.3 beta is not compatible with the interface).
The following steps are neccessary for a successful compilation of the interface and demonstration
package:

1. Extract the downloaded file: tar xvzf OMNET++VideoInterface.tar.gz.
2. Change into the created directory: cd OMNET++VideoInterface.

3. Edit the Makefile and change the paths NEDC=your_omnet_dir/src/nedc/nedcwrapper.sh,
OMNETPP_INCL DIR=your_omnet_dir/include, and OMNETPP_LIB DIR=your_omnet_dir/1lib
to the Omnet++ directory according to your setup.

4. Call make.
5. Invoke ./OMNET++VideoInterface.

For speed up the simulation and skipping the autodetection it is possible set the ”type_video”
parameter in omnetpp.ini file. The following output and main Omnet++ windows are shown in
Figures 3 and 4. With adjustments to the header and source files, this example can easily be
expanded to suit different needs.

K - (Mulimedia) sample_transmission =

T 2| 0 BB %
— 4
sample_transmission
. wire._c-t-wannel
application]o]
Y
~d Il
1 1

Figure 3: Omnet++ visualisation window for provided example simulation.
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Figure 4: Omnet++ main window for provided example simulation.
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3.3 Ptolemy Il

A third network simulation package, Ptolemy [19], was originally used for simulation in the
beginning of the video trace project. The interface was written by Frank Fitzek during his time
at the Technical University of Berlin. At this time only trace files of the format H.261, H.263,
and MPEG (old) were used. Regarding Table 2 also the trace files for H.26L (H.264) should work
as they have the same format as the form of the previous H.26x coders. In case newer versions of
trace files with different formats are used, minor changes to the source code have to be done. The
interface is mainly based on the PTOLEMY star DEVideo.pl. The DEVideo.pl star is derived
from the DERepeatStar domain of the Ptolemy simulator package. A set of parameters as in
Table 2 can be used to adapt the interface to the users’ needs.

Table 2: Parameters for Ptolemy interface.

Parameter Type Info default
CodingType StringState | MPEG4 and H263x is supported H263

TraceList StringState | file name were trace files are specified H263TraceList.dat
InputDir StringState | location of trace files and this—TraceList | $TRACE_PT_DIR/
framescale FloatState | scaling the frame size 1.0

Offset FloatState | uniform random phase for sequence start | 0.0

maxFrameSize | IntState larger frames will be skipped 1000.0

Duration IntState uniform random trace duration in sec 1000.0

DEBUG IntState different DEBUG level for stdout 3

The CodingType specifies which codec is used. This important to read the trace data properly.
The TraceList parameter points top a file where all trace file names are specified that should be
used for the simulation. Examples:

Verbose_ARDNews_64.dat 0.245
Verbose_ARDTalk 64.dat 0.745
Verbose_Aladdin 64.dat 1
Verbose BoulevardBio 64.dat 1
Verbose DieFirma_64.dat 1

Besides the name also a time scale factor is given. The video trace files differ in their length. The
factor multiplicated with 60 minutes gives the real trace length. The files itself has to be stored
in InputDir. In case the video frames has to be scaled the parameter framescale has to be set
properly. The star choses randomly a video trace file out of the trace file set given in TraceList
and starts generating frames with an random offeset (maximum offset given by Offset). This is
done to avoid synchronisation effects between different terminals. Frames that are larger than
maxFrameSize will be skipped (this option was not used to date, but might be helpful for other
researchers). The Duration parameter is used to set the duration time of the video trace. Such
as the offset even the duration is set randomly but never larger than the video trace length. If
the trace data is fully consumed the star choses a new trace file with new values for the offset
and the duration. The DEBUG level is used to check the proper functionality of the star. It
should be disactivated for simulations as it produces a lot of out.
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